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Abstract: The Global Biodiversity Information Facility (GBIF) is an inter-governmental organization mandated to construct a biodiversity informatics research infrastructure to enable free and open access to biodiversity data worldwide - the ‘biodiversity data commons.’ Since its inception in 2001, GBIF has developed the most comprehensive portal to primary biodiversity data in the world, currently enabling access to >177M biodiversity records and >1M species names, served by 291 publishers in 35 countries. The GBIF infrastructure provides tools for data owners to publish Internet-accessible copies of their data in an internationally-agreed, standardized format to ensure interoperability among datasets. Through training, access to international experts, and mentoring programmes, GBIF builds the capacity of national and regional institutions to become active, fully functional ‘biodiversity information facilities,’ as part of the coordinated, globally distributed GBIF network. Numerous studies demonstrate the utility of primary species-level point occurrence data in improving our understanding of the main drivers of changes and losses of global biodiversity. The example of invasive alien species is described to demonstrate how GBIF-enabled data are contributing to this research domain. However, progress to date in mobilizing data and integrating online biodiversity datasets remains inadequate for many priority applications, owing to thematic gaps in content, such as coverage of some ecosystem types, taxonomic groups, regions, and time periods. GBIF-enabled data are biased taxonomically towards better-studied groups, especially birds, and over two-thirds of GBIF-enabled, georeferenced records come from just three countries (USA, Sweden, UK); dataset publication in Africa, Asia, and Oceania is particularly underrepresented. The overriding bottleneck hampering progress in filling gaps is not informatics tools, which are reasonably well-developed. Instead, the principal barriers are capture of biodiversity data currently in non-digital formats, insufficient institutionalization of incentives for publishing data, and inadequate enforcement of existing relevant policies. Operationalizing a proposed GBIF-enabled ‘Data Publishing Framework,’ in combination with needed changes in policy and legal frameworks, will address many of the obstacles to biodiversity dataset publication, discovery, and use.
1 INTRODUCTION

‘Biodiversity informatics,’ a term first used only in the early 1990s, is an emerging field that includes efforts to make global biodiversity information resources available in convenient digital formats, and to develop effective tools for their analysis and understanding [Edwards et al., 2000; Guralnick and Hill, 2009]. The global community has recognized the importance of free and open access to biodiversity data for many years. In 1992, recognising wide disparities in access to such data, the Rio Earth Summit’s Agenda 21 noted that [UNGA, 1992]:

... the gap in the availability, quality, coherence, standardization and accessibility of data between the developed world and the developing world has been increasing, seriously impairing the capacities of countries to make informed decisions concerning environment and development.

and that

... there is a lack of capacity, particularly in developing countries, and in many areas at the international level, for the collection and assessment of data, for their transformation into useful information and for their dissemination.

In 1999, a meeting of the Organization for Economic Co-operation and Development Committee for Scientific and Technological Policy at Ministerial Level called for the formation of an intergovernmental organization to coordinate the standardization, digitization, and global dissemination of world biodiversity data, leading to the formation of a new intergovernmental body, the Global Biodiversity Information Facility (GBIF), in 2001 [OECD, 1999].

GBIF is the sole global biodiversity informatics organization established via an intergovernmental agreement. Based on a non-binding Memorandum of Understanding (MoU) between countries, GBIF’s mission is to “... make the world’s biodiversity data freely and openly available via the internet.” GBIF membership currently includes 50 countries and 40 international organizations, where, under the MoU, Voting Participants are countries that have signed the MoU and make a financial contribution, and as a result have voting rights on the GBIF Governing Board, as well as other advantages such as access to capacity-building programmes; Associate Participants are either countries that are not yet making financial contributions to GBIF or international or intergovernmental organizations or economies that are
willing to observe the MoU provisions, i.e., contribute to the GBIF mission. Fig. 1 shows the current distribution of GBIF country members (but does not show member organizations). The majority of international organizations and initiatives working in the field of biodiversity informatics are already Associate Participants, including the Encyclopedia of Life (Chapter 2), an international project compiling a webpage for every species, the Long Term Ecological Research Network (Chapter 1), a broad network of sites under intense ecological study, and the Taxonomic Data Working Group, an international professional association of individuals that develops standards and protocols for sharing biodiversity data, many of which are used by GBIF to achieve its goals (e.g., Darwin Core and Access to Biological Collections Data standards, Access Protocol for Information Retrieval, and Life Science Identifiers protocols).

GBIF promotes the free dissemination of biodiversity data, and does not assert any proprietary rights to the data made accessible via the GBIF network. GBIF is thus neither a data repository nor data aggregator; instead, data publishers retain all rights and responsibilities associated with the data that they choose to make freely accessible via the GBIF network, and determine what access and use restrictions, if any, they choose to apply.

The GBIF infrastructure provides an Internet-based, globally-distributed network of interoperable databases containing primary biodiversity data – data records placing a particular taxon at a particular place and point in time. These primary data are drawn from information associated with natural history collections and field observations of organisms. GBIF provides tools for data owners to publish Internet-accessible copies of their datasets in an internationally-agreed, standardized format to ensure interoperability among resources. In addition, a system is under development by which users will be able to better discover diverse biodiversity data resources, including a metadata cataloguing system, the Global Biodiversity Resources Discovery System (GBRDS), which will enable discovery of data-holders and datasets globally. Finally, GBIF is developing a global architecture of taxonomic nomenclature by which to resolve differences in scientific and common names between integrated datasets.
2 BIODIVERSITY INFORMATICS: A CRITICAL TOOL TO UNDERSTAND AND CONSERVE BIODIVERSITY

RATIONALE FOR GLOBAL INTEGRATION OF BIODIVERSITY DATASETS

Recognition of a growing biodiversity crisis in the late 1980s resulted in wide acknowledgment of the need for broad-scale understanding and analysis of the dimensions, distribution, and processes comprising global biodiversity [Wilson, 1988]. Biodiversity data form the foundation for understanding the status and trends in biodiversity. Because human threats to biodiversity extend across broad spatial and temporal scales, biodiversity and ecosystem monitoring, forecasting, and risk assessments require data to be organized in a globally-accessible, integrated infrastructure. Furthermore, by pooling research-grade datasets, this allows repeated use in perpetuity, multiplying returns on investment expended in collecting data.

Integrating datasets establishes more equitable access to research-grade information: researchers in developed but biodiversity-poor countries have historically had relatively easy access to biodiversity information, while researchers in biodiversity-rich, yet less-developed countries have had limited access [Canhos et al. 2004; Gaikwad and Chavan, 2006; Collen et al., 2008]. Hence, an additional rationale for
making research-quality data freely available is that these data are a public good produced in the public interest, and often with public funding, i.e., information on biodiversity is effectively the intellectual property of the home country, such that barring access to this information violates the public trust [Arzberger et al., 2004]. Technology permitting free and open access to primary biodiversity data, and for the discovery of biodiversity data resources via rich metadata, can help resolve this digital divide by building the biodiversity data commons.

**APPLICATIONS OF GBIF-ENABLED DATASETS**

Primary biodiversity data are a recognized important source of information for biological research [e.g., Yesson et al., 2007], for example, for modeling species’ current and forecasted distributions [Sánchez-Cordero and Martinez-Meyer, 2000], assessing changes (e.g., changes in population sizes, distribution, species composition/richness) and losses (e.g., species extirpations and extinctions) in biodiversity [Ponder et al., 2001; Jarvis et al., 2008; van Zonnevald et al., 2009], taxonomic revisions [Pennisi, 2000], and compiling lists of threatened species [Shaffer et al., 1998].

Primary occurrence data are used to document patterns of species’ occurrence across landscapes, which can be used in ecological niche modeling (ENM). Here, primary occurrence data are analyzed to obtain estimates of species’ ecological requirements, generally without data documenting ‘absence’ [Soberón and Peterson, 2005]. ENM depends on two main data inputs: (i) occurrences of the species across a particular landscape, and (ii) digital raster datasets describing relevant environmental parameters. Numerous algorithms exist for estimating niches from these data inputs [e.g., Elith et al., 2006; Ward et al., 2009; Thuiller et al., 2009], although techniques for their comparison are not well developed [Peterson et al., 2008]. Niche models, under certain sets of assumptions, can be used to estimate species’ current distributions, or to anticipate changes in distributions in response to environmental change [Sánchez-Cordero and Martínez-Meyer, 2000; Pearce and Boyce, 2006]. ENM approaches have been used to estimate distributions of poorly-known bird species [Peterson et al., 2002], estimate the distributional potential of invasive species [Nyári et al., 2006], and predict distributional responses to climate change [Pearson and Dawson, 2003; Jarvis et al., 2008; van Zonnevald et al., 2009].
ENM approaches have particular potential for the study of invasive alien species [Peterson, 2003], given that species’ ecological characteristics tend to be conserved over moderate periods of evolutionary time [Peterson et al., 1999]. However, the most significant bottleneck in such applications is access to occurrence data: the access to increasing data volumes enabled by GBIF provides a solution. Indeed, GBIF-enabled data resources for eukaryote species on the global “100 Worst Invaders” list [Lowe et al. 2000] range from three for the termite *Coptotermes formosanus*, to 1,039,459 for the Eurasian Starling (*Sturnus vulgaris*), with a mean data density of 14,809 records per species (Fig. 2). As niche modeling algorithms typically require >~20 unique occurrence points for robust model development [Stockwell and Peterson, 2002; Wisz et al., 2008], GBIF-enabled data make possible analysis across a broad swath of potential invasive species, including 83 of those included on the “100 Worst Invaders” list. GBIF-enabled data have already been used for numerous analyses of species’ invasions [e.g., Christenhusz and Toivonen, 2008; Ebeling et al., 2008; Giovanelli et al., 2008; Laufer et al., 2008; Rödder et al., 2008; Second and Rouhan, 2008; Beaumont et al., 2009]. GBIF nomenclatural resources also permitted authentication and understanding of synonymy for all 100 names via linkages with Species 2000, TROPICOS, and others, and identification of 5,310 recent literature publications relevant to the question within seconds of making the query.
3 INTEGRATION OF GBIF SERVICES

Combined, GBIF’s data portal, the system enabling discovery of biodiversity data resources, and the global names architecture (when completed and integrated), will contribute greatly to the informatics infrastructure for understanding and conserving global biodiversity. Lists of names of species that address changes in taxonomy, synonyms (different names applied to the same species), homonyms (one name referring to different taxa), misspellings of names, and other problems, are a prerequisite to querying large integrated data portals effectively. Simply put, a researcher seeking to obtain all data records from a portal of integrated datasets corresponding to a species that underwent a change in scientific name would either require this knowledge so as to query for both names, or the portal infrastructure would need to account for it automatically. To address this need, GBIF is developing a Global Names Architecture, with the aim of organizing taxonomic information in a dynamic system [Remsen, 2008]. The resulting names resolution service will improve
discovery of and access to data, and improve existing and establish new global, regional, and thematic checklists. This architecture will:

- Create an authority list of nomenclature, providing a common framework for publishing, discovering, and accessing taxonomic data;
- Use this framework to inventory and index authoritative global, regional, and thematically-defined taxonomic and nomenclatural checklists into a dynamic checklist of names; and
- Develop a complete inventory of all scientific and common names used to refer to taxa by creating a global index of names tied to primary occurrence data, scientific publications, and other information about taxa.

The discovery of relevant datasets through metadata, this in addition to the functionality of the names architecture, and free and open access to primary data, can be critical to support biodiversity research. Metadata are critical to (i) enabling initial data discovery, (ii) determining whether pooling individual datasets is merited, and (iii) determining how individual datasets can best be integrated. Dataset-level metadata typically include information on the dataset’s basic characteristics, ownership, and how to obtain further information. More detailed metadata will include information on how the data were derived, details of data quality, and technical details for access and use. A given study may require pooling of only datasets collected via consistent and standardized methods, information that is obtainable through metadata. Lacking metadata, indexed datasets may be pooled and analyzed in inappropriate manners, resulting in unsubstantiated and potentially misleading findings [e.g., Gilman et al., 2005]. In response to this need, the GBRDS will offer a single entry point for discovery of many forms of information about biodiversity resources, including biodiversity data, standards, and services, and allow the integration of other systems with the GBIF network [O’Tuama, 2009].

4 GBIF DATA PORTAL STATUS AND TRENDS

CONTENT AND VOLUME

Numbers of data records and data publishers accessible via the GBIF portal have been accumulating linearly since inception (Fig. 3). As of July 2009, >177M primary biodiversity records from 7,517 datasets have been integrated via the GBIF portal (8 July 2009; GBIF data portal query). Of GBIF-enabled data records, >64% (114M) are
observational and 24% (42M) are 'specimen-based' (digitized records from natural history collections, excluding fossils). The remainder is a combination of records for germplasm, fossils, and captive and cultivated organisms. The earliest records published through the GBIF portal date from the early 1800s, so more than 200 years of species-occurrence data are integrated via the GBIF portal.

In all, 291 data publishers are searchable in the GBIF portal (8 July 2009). Of GBIF's 50 member countries and 40 member international organizations, 52 (35 countries and 17 organisations) have published datasets via GBIF. Of the >177M records included in these 7,517 datasets, however, 70% were published by only five members (USA 66M, Sweden 19M, UK 17M, Ocean Biogeographic Information System 12M, and France 11M). Similarly, GBIF-enabled records fall predominantly within North America and Europe, with over two-thirds coming from only three countries: 42, 15, and 13% in the USA, Sweden, and UK, respectively (Fig. 4). While GBIF dataset publishers are predominantly from North America and Europe, global species biodiversity is highest in the Tropics; hence, Africa, Asia, and Oceania are severely under-represented, contributing only 1.2%, 1.6% and 2.8% of total GBIF-enabled records, respectively, with only eight countries publishing datasets from these three regions combined.
While it is important to have all countries contribute to the global biodiversity data commons, because developed countries generally currently possess the majority of biodiversity data originating from developing countries, improving publication by developing countries would be insufficient to resolve the unevenness in distribution of published data records. Far greater publication of data held in developed countries is therefore required.

Fig. 4 Global distribution of >145M georeferenced, species-level, point occurrence data accessible through the GBIF data portal (July, 2009)

Fig. 5 summarizes the volume of GBIF-enabled occurrence data by selected major taxonomic groups. Lacking information on species richness of GBIF-enabled data records for selected taxonomic groups, we resort to comparing the number of records published through GBIF in these selected taxonomic groups to the number of species in each group as a first order indicator of taxonomic coverage, updating a similar analysis conducted by Collen and Rist [2008]. Taxonomic coverage of GBIF-enabled data is biased towards well-studied groups, especially birds (0.6% of total described species, but comprising 38% of GBIF-enabled records), and to a lesser degree,
mammals and fishes. Invertebrates are, in general, substantially under-represented (insects comprising >60% of total described species but only 9.5% of GBIF-enabled records). Alternatively, comparing the volume of GBIF-enabled records to the number of records likely in existence reveals that a tremendous volume of plant specimens in herbaria remain to be digitized and integrated.

![Diagram of kingdom distribution](image1.png)

**Fig. 4** Inventory of GBIF-enabled data records by (a) kingdom; (b) breakdown of the animal kingdom by selected phyla and classes (GBIF data portal, 8 July 2009).
WEB-BASED TOOLS

GBIF has produced a large range of web-based filters to allow searches, classification, aggregation, and disaggregation of the 100GB of GBIF-enabled occurrence data records. The currently available search filters are listed in Table 1.

Table 1 Search filters available via the GBIF data portal.

<table>
<thead>
<tr>
<th>Taxonomy</th>
<th>Geospatial</th>
<th>Datasets</th>
<th>Other details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scientific name</td>
<td>Country</td>
<td>Data provider</td>
<td>Occurrence date</td>
</tr>
<tr>
<td>Common name</td>
<td>Region (of 23)</td>
<td>Dataset name</td>
<td>Year range</td>
</tr>
<tr>
<td>Classification</td>
<td>Bounding box</td>
<td>Host country</td>
<td>Year</td>
</tr>
<tr>
<td>Type status</td>
<td>Latitude</td>
<td></td>
<td>Month</td>
</tr>
<tr>
<td></td>
<td>Longitude</td>
<td></td>
<td>Institution code</td>
</tr>
<tr>
<td></td>
<td>Elevation</td>
<td></td>
<td>Collection code</td>
</tr>
<tr>
<td></td>
<td>Depth</td>
<td></td>
<td>Catalogue number</td>
</tr>
<tr>
<td>Coordinate status</td>
<td>(with/without coordinates)</td>
<td></td>
<td>Basis of record</td>
</tr>
<tr>
<td>Coordinate issues</td>
<td>(none/issues detected)</td>
<td></td>
<td>Image URL</td>
</tr>
<tr>
<td>Protected area</td>
<td></td>
<td></td>
<td>(present/absent)</td>
</tr>
</tbody>
</table>

In addition, GBIF has supported the production of key informatics tools to meet the increasing need for interoperability between online biodiversity-related databases, to enhance capabilities for large-scale spatial analyses for a range of research applications [GBIF, 2009a]. GBIF has, for example, developed informatics tools to overlay GBIF-enabled point data on the Convention on Migratory Species Global Register of Migratory Species (GROMS) GIS shape file polygon data of species distributions (http://www.groms.de/), and overlay these on Google Map layers (Fig. 6) [GBIF, 2009b], as well as to integrate the database on protected area boundaries of the International Union for the Conservation of Nature’s World Database on Protected Areas (WDPA) with GBIF-enabled point occurrence data (Fig. 6; www.wdpa.org). These two integrated visualisation tools provide users with immediate graphical summaries of GBIF-enabled species-occurrence data to validate and quality control migratory species’ distributions, determine how much biodiversity
data is available for an area of interest (in this case, within a selected protected area), determine if sufficient sample sizes exist to determine accurate measures of species richness, and, more generally, determine whether data can be used for specific research applications [Guralnick et al., 2007; GBIF, 2009a].

Fig. 5 Web screenshot examples of GBIF informatics tools enabling overlaying GBIF-enabled point data with species range polygons from the Global Register of Migratory Species (left) and with protected area boundaries from the World Database on Protected Areas (right)

DATA QUALITY

Data-quality concerns related to biodiversity databases include issues related to elimination of errors, incorrect taxonomic identifications, and errors in georeferencing, among others. GBIF has made considerable investment in development of tools for effective management, treatment, and reduction of these errors, particularly via support for development of error detection and data cleaning tools. A growing suite of tools is available to detect inconsistencies in geographic references, ecological outliers, nonstandard taxonomic names, and other data quality problems [Chapman 2005a, b]. GBIF has also invested in training courses and best-
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practices manuals designed specifically to eliminate problems in use of the integrated datasets for biodiversity analyses [Chapman 2005a, b].

Precise georeferences are essential for many applications of species-level occurrence data [Guralnick et al., 2006; Collen and Rist, 2008]. Georeferenced coordinates (e.g., latitude, longitude, elevation) are not always available, and in fact only a fraction of available data (particularly as regards data associated with natural history collection specimens) is georeferenced. While of the total >177M records enabled by GBIF, 82% (145.6M) have coordinates (GBIF data portal, 8 July 2009), this large proportion may be deceptive: georeferenced data show even more unevenness taxonomically and spatially than the broader pool. Retrospective georeferencing has seen impressive recent development, in which ‘smart’ software tools now facilitate the task greatly [Guralnick et al., 2006]. Modern retrospective georeferencing via the point-radius method includes careful documentation of estimated error [Wieczorek et al., 2004], with automated incorporation into record-level metadata.

Unfortunately, although collecting and reporting geographic coordinates and an estimate of error in positional accuracy is a standard method in modern biological monitoring surveys, this information has not been routinely captured in metadata of datasets published via GBIF, fundamental information for some research applications, where positions with high uncertainty are unsuitable for use in research employing fine spatial scales. Information on resolution is also needed to determine appropriateness for pooling datasets. Information on sampling effort has also not been routinely captured, information that is necessary to determine species abundance.

5 FUTURE WORK

CONTENT NEEDS AND GAPS

We highlight the following gaps and/or priority datasets for future integration:

- Datasets for underrepresented taxonomic groups, especially invertebrates; and
- Datasets from underrepresented regions, especially Africa, Asia, and Oceania.

A more quantitative, comprehensive inventory and gap analysis of GBIF-enabled datasets (e.g., to identify species richness by taxonomic group and region) will enable
a stronger basis for the identification of priority gaps. Categories of gaps needing exploration include coverage by ecosystem types, such as mangroves [Gilman et al., 2008a]; taxonomic groups, such as certain plant taxa [e.g., legumes, Yesson et al., 2007] and marine apex predators subject to fishing mortality [Myers et al., 2007; Gilman and Lundin, 2009]; protected areas [Bertzky and Stoll-Kleemann, 2009]; and gaps in spatial and temporal coverage [Collen and Rist, 2008; Poloczanska et al., 2008].

**CONSTRAINTS AND SOLUTIONS TO DATASET PUBLICATION AND ACCESS**

Primary biodiversity data are the information foundation for biodiversity science. Soberón and Peterson [2009] examined numbers of biodiversity records as a function of their year of origin, finding an exponential accumulation of biodiversity information, where, over the past two centuries, the number of records available per year has doubled approximately every 42 years. Based on these results, and given continued advances in information technology, real potential exists for substantial additional biodiversity data to be published in coming years. However, this potential will only be realized if a suite of substantial obstacles is addressed adequately.

Digital data capture is a major constraint, where for example, progress in digitizing natural history collections of museums, herbaria, and universities is limited by funding and human resources [Butler et al., 1998; Pennisi, 2000; Chavan and Krishnan, 2003]. The ca. three billion specimens held in the world’s estimated 6,500 natural history collections (excluding collections of microorganisms) represent the work of thousands of individuals carried out over centuries [Butler et al., 1998; Chavan and Krishnan, 2003]. A substantial proportion of specimen datasets include long time series, spanning 200 years or longer, dating back to when ecosystems were relatively pristine, and potentially exceeding the temporal variability of factors that may significantly affect change and loss in biodiversity (e.g., life-spans of species, return period of important environmental disturbances, cyclical processes). Thus, these datasets enable the construction of baselines to measure anthropogenic-caused changes and losses in biodiversity [Jackson et al., 2001; Suarez, 2004; Gilman et al., 2008a]. However, as a consequence of their date of collection, most specimen data are not initially available in digital form (only ca. 5-10% of these records are digitized [Krishtalka and Humphrey, 2000]), and these non-digital data dominate information in existence for key groups such as insects and plants. Main obstacles to increasing the rate of digitisation of specimen data include:
(i) Digitisation is costly and labour-intensive;
(ii) Lack of funding for such tasks, perhaps owing to insufficient awareness of the research applications and demand for such data [GBIF, 2008]; and
(iii) Insufficient technologies to enable rapid, efficient, and cost-effective data capture.

A further major constraint on the efficacy of biodiversity informatics information resources are limitations on publishing datasets [Andelman et al., 2004; Roberts and Chavan, 2008; Chavan and Ingwersen, In Press]. The technological infrastructure is in place to publish and integrate datasets, but a need exists for policies by relevant bodies, including governments and funding agencies, to require making data freely available, and to enforce relevant existing policies sufficiently [Costello, 2009]. Need also exists for development of mechanisms for data citation and impact factors for data usage to provide public and professional recognition for data-sharing, providing data holders with additional incentives to make data available [Andelman et al., 2004; Roberts and Chavan, 2008; Chavan and Ingwersen, In Press]. Some impediments to open access to research data include [Costello, 2009; Gaikwad and Chavan, 2006; Chavan and Ingwersen, In Press]:

(i) Concern that other researchers may use published data to “scoop” planned research by the data owner or custodian;
(ii) Lack of awareness of where and how to publish data;
(iii) The perception that dataset publishing is too difficult or time consuming;
(iv) Concern that the data will be used improperly;
(v) Concern that the data will be used for commercial gain. Some governments have cited concern over the risk of ‘biopiracy,’ monopolization of genetic resources and traditional knowledge [Greene, 2004], as a reason for refraining from making biodiversity data freely available. Information on medicinal plants or commercial fishery data may be confidential, and in some cases are required to be amalgamated or to reduce spatial resolution of geographic references prior to public disclosure [Bosselman, 1995; Dutfield, 2000; WCPFC, 2007; Magnuson Stevens Fishery Conservation and Management Act, 16 U.S.C. 1801 et seq. Section 402(b)], which precludes some research applications;
(vi) Concern over the risk of harming sensitive species through revealing locations of occurrence;
(vii) Worry that intellectual property rights, including ownership, authorship, or control of the data, will be lost; and
(viii) Lack of informed consent and confidentiality.
Operationalizing the proposed GBIF ‘Data Publishing Framework,’ in combination with needed changes in policy and legal frameworks, and securing long-term sustainable financing, could address many of the obstacles to biodiversity dataset discovery and publication [Penev et al., 2009; Chavan and Ingwersen, In Press]. Furthermore, GBIF is in the process of developing the infrastructure to enable publishing polygon and raster-based biodiversity data and developing informatics tools to enable integration of biodiversity data with name-based areas (e.g., protected areas and other fine scale areas). For instance, enabling publication of secondary, taxonomic-based polygon data for species’ distributions enables inventory and gap analysis of available GBIF-enabled primary data and validation and quality control for the polygon range data. Raster-based records can be primary data, where sampling designs were grid-based. Or raster-based records can be secondary data, where primary data are aggregated, such as with data from commercial fisheries, or for range maps based on interpretations of primary data, which again support gap analyses and validation. Enabling the publication of these new data types promises to augment biodiversity data publication, fill prioritized gaps, and augment spatial analytical capabilities.

Amending standards for metadata to capture information on sampling effort, data collection methods, and estimate of positional error would provide the requisite information to determine if pooling of various databases is suitable, observe species composition/richness, and observe species abundance/population sizes.

More generally, data mobilization often requires data owners, custodians, funding entities, and management authorities to deviate from longstanding practices. A change in culture and behavior of scientists, managers, and funders is needed to facilitate multi-scale data integration [Andelman et al., 2004; Chavan and Ingwersen, In Press]. Finally, sustainable levels of financing for data discovery and mobilization are needed to meet priorities for content and sample size.
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